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Introduction
During this next decade, each of the U.S. Military Services 
will transition to the new multi-domain operations (MDO) 
joint warfighting doctrine. The genesis for this new doctrine 
arose as adversaries, who studied U.S. warfighting doctrine 
and its applications closely for the past 20 to 30 years, de-
veloped concepts and capabilities designed to undermine 
our strengths and seize upon our weaknesses. In response, 
the Army and joint forces examined these new threats and 
developed MDO as a counter. Just as intelligence drives 
operations, these new threats drove the development of 
MDO—a divergence from previous capabilities-based doc-
trines. The sophistication of the threats’ capabilities and 
warfighting concepts meant we had to use a variety of ana-
lytical methods to derive the knowledge necessary to de-
feat adversaries. Understanding how the Army and joint 
force acquired this knowledge remains important for in-
telligence professionals because as the threat evolves, the 
Army must continue this analysis so 
that we maintain our ability to defeat 
these adversaries.

Background
During the counterinsurgency wars 

from 2001 to 2015, the U.S. Army and 
joint forces became adept at targeting personnel and ter-
ror/insurgent organizations. However, as our military reori-
ented from predominantly counterinsurgency operations to 
that of large-scale combat operations, it became clear that 
adversaries had made advances that necessitated a change 
in how we evaluated threats. This fact became even more 
evident in the 2016 Russian New Generation Warfare Study, 
for which the U.S. Army performed an in-depth analysis of 
this new threat.1 To do the study, the Army referred back to 
the 1970s and 1980s when it used the battlefield develop-
ment plan to visualize how the Army would fight the Soviets 
in particular scenarios.2 We then combined guidance from 
the National Defense Strategy, assessments about the fu-
ture operational environment, and information concerning 
the new near-peer great power competition to modern-
ize the battlefield development plan and used it to support 
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MDO.3 In developing the new battlefield development plan, 
we discovered the force could no longer just identify the 
threat’s centers of gravity and high-payoff targets and then 
strike them with overwhelming force from a relative sanctu-
ary. The threat now protected their centers of gravity with 
redundant, integrated, highly capable systems that made 
their destruction difficult. They also improved their capa-
bility to neutralize our fires capabilities (air and ground) 
that we use to attack their centers of gravity. Furthermore, 
threats had developed new capabilities and concepts that 
enabled them to contest us across the length of the battle-
field, in all domains and phases, in layered, networked sys-
tems with near-real-time responses. This meant we could 
no longer analyze one system and figure out how to attack 
and destroy it as we traditionally had done in the past. We 
now had to understand much more complex systems of sys-
tems (also known as complexes) with which we had limited 
practical experience.

Our Analytical Approach
To comprehend these new threats, 

we had to examine how they oper-
ated in all domains, how the new 
systems functioned, and how they 
were nested. We also had to gain an 

understanding of how the threats’ networks operated and 
how redundancies were built into these networks. Another 
challenge was comprehending how our adversaries were 
using a whole-of-nation approach to war beginning in the 
competition phase. Further exacerbating these difficulties 
was the new level and sophistication that information oper-
ations brought to warfare. These are just some of the chal-
lenges posed by our adversaries that the Army and joint 
forces studied, and continues to study, and why we needed 
to analyze the threat using additional and new methods.4

We used analytical methods described in ATP 2-33.4, 
Intelligence Analysis, to analyze the problem set. However, 
given the complex nature of the threat, we had to build 
upon, modify, and combine analytical methods to achieve 
the threat comprehension required for the battlefield de-
velopment plan.
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We call the method we used to perform this activity 
threat systems analysis. It combines nodal/network; sys-
tems; criticality, accessibility, recuperability, vulnerability, 
effect, and recognizability (also called CARVER); and kill 
chain analytic methods with operational environment data 
across all domains and warfighting echelons to achieve an 
understanding of the threat’s capabilities and vulnerabili-
ties, and potential means for mitigation and exploitation, 
respectively. The method first involves understanding the 
system(s) and then applies that understanding to the spe-
cific operational environment.

The Concept
Since many of the emerging threats base their means of 

warfighting on systems warfare, our analysis began with 
gaining an understanding of the individual combat systems. 
These individual systems are normally integrated; there-
fore, we also viewed these systems as networks. Given 
the Army’s recent experience and expertise in dissecting 
insurgent and terrorist networks, it was natural to apply 
counterinsurgency network analysis to this process. As in 
counterinsurgency network analysis, we identified nodes 
in the systems and networks, gained an understanding of 
the relationship between the nodes, and then sought to 
identify the strengths and weaknesses within the system 
and network. However, the increased complexity of systems 
networks over insurgent networks meant additional collec-
tion and analysis were required. With the built-in redundan-
cies and nesting of these systems into systems of systems 
(or complexes), simply neutralizing select nodes would be 
insufficient.

Next, we had to understand the process by which the 
systems performed their missions—the kill chain. We ex-
amined how systems went through the process from tar-
get detection, to engagement, to end of mission. This effort 
typically involved drawing more and more systems into the 
study. For instance, to understand the kill chain process of 
a multiple rocket launcher means you also need to under-
stand how the unmanned aerial vehicle performs target ac-
quisition, the communications system passes the data, the 
fire direction performs the fire mission calculations, and the 
command and control system makes a decision. Each one of 
these systems involved in the multiple rocket launcher’s kill 

chain has its own respective kill chain 
or information processes that needed 
to be examined to identify the best 
node or high-payoff target to neutral-
ize. As part of this analysis of systems/
complexes, it usually was not enough 
to simply strike one node; it was nec-
essary to strike selected targets in 
a particular order. This is similar to 
how targets would be struck in coun-
terinsurgency to achieve the greatest 
effect. Some targets must be struck si-
multaneously, others sequentially, and 
still others with a combination of both. 
In each step of the process, we looked 
for opportunities to disrupt the sys-
tem’s kill chain processes and identi-
fied strengths to circumvent.
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Within this context, we next examined how each of these 
system complexes operated within the larger battlefield 
framework at the tactical, operational, and strategic levels. 
We identified the threat’s means of integrating the force, 
and contingencies should their primary means be disrupted 
or neutralized. Once we gained a strong understanding of 
the threat’s systems, networks, and processes, we identified 
potential areas in which the force could affect the threat.

At this point, the process 
of analyzing the threat be-
came interactive between 
operational and intelligence 
personnel. The operational 
analysts—experts on the fu-
ture force and capabilities—
identified the means to exploit 
the vulnerabilities, while the 
intelligence analysts helped 
refine the best manner of ex-
ploitation. In some cases, the 

operational personnel developed entirely new capabilities 
and tactics, techniques, and procedures (TTPs), thereby cre-
ating vulnerabilities in threat systems not previously identi-
fied. Of course, as the threat continues to evolve, so too will 
the means to address the threat and the need to reexamine 
the threat.

Resources Used
In performing the analysis, we contacted a large number 

of organizations to fuse together each organization’s exper-
tise. A key starting point for the analysis was the joint coun-
try force assessments, which are the Defense Intelligence 
Agency’s estimates of select countries’ military forces 
projected into specific timeframes. This estimate aggre-
gates Department of Defense intelligence organizations’ 
assessments of force structure, capabilities, and disposi-
tion of forces over the specific time period. Next, to gain 
an in-depth understanding of systems, we consulted each 
Service’s intelligence organizations, augmented by other 
national agencies as needed, to fully understand how a par-
ticular threat system operated.

Threat analysts supporting capability development are 
charged with basing their estimates on the current oper-
ational environment and projecting them into the future. 
Therefore, building off our understanding of current sys-
tems, we consulted combatant commands, current threat 
Army techniques publications, U.S. Army Training and 
Doctrine Command G-2’s Foreign Military Studies Office, 
think tanks, other organizations with specialized subject 
matter expertise, and lessons learned from current opera-
tions to determine the threat’s kill chains and TTPs. We then 
projected them into the future.

Once we gained as much understanding of the threat sys-
tems we could attain, we dissected the components, net-
works, and nesting of systems to determine the strengths 
and weaknesses. To perform this examination, we con-
sulted Services’ and combatant commands’ CARVER tar-
get analysis6 of the projected threat in order to determine 

prioritization and effective-
ness of each target node. As 
stated earlier, as the threat 
suffers losses, it will employ 
contingencies that will have 
second order effects that can 
then change CARVER calcula-
tions and therefore next tar-
geting plans. It is also in this 
stage that we had to deeply 
consider the operational en-
vironment. Even if the threat 
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remained the same, a change in the operational area might 
necessitate a completely different targeting approach.

Next, we described this new threat to the operational 
and combat development force to examine how current 
systems could be used to exploit potential vulnerabilities. 
Where possible, the operational force applied and modi-
fied current capabilities to exploit future threat vulnerabili-
ties. In some cases, this amounted to changing TTPs, and in 
other cases, it involved networking existing systems differ-
ently. For particularly vexing problem sets, it required the 
capability developers to develop new systems that could 
take advantage of the system(s) weaknesses.

At this point, the Army performed a series of Army and 
joint tabletop exercises and experiments to determine 
whether particular operational capabilities and TTPs would 
have the desired effects against targeted threat systems. 
The Army, and other Services, then refined capabilities and 
TTPs based on lessons learned from these events to best 
determine the way ahead. This evolution continues as the 
Services, warfighting functional proponents, and joint force 
continue to experiment and refine capabilities.

The Future
The process described serves as a baseline analytical 

method for the battlefield development plans used to sup-
port MDO concept and capabilities development and is 
not intended to be an end-all, be-all solution, but rather 
a starting point. As mentioned earlier, when the opera-
tional environment changes, other approaches to neu-
tralizing the threat may become more suitable—another 
reason for the continuous process and addition of analytical 
methodologies.

Systems that must be explored more fully as the future 
looms are the non-kinetic systems. These systems are the 
most challenging to replicate, model, and analyze. Some of 
this difficulty is due to the sophistication of systems in vari-
ous operational environments, some is due to our lack of in-
formation concerning both threat and friendly systems, and 
some is due to classifications of information. Fortunately, 
this problem works both ways and is more vexing for po-
tential threats because their understanding of the full ef-
fects of non-kinetic weapons is almost certainly much less 
complete.

Another area requiring greater focus is competition. 
While the U.S. industrial-defense complex has spent many 
decades and trillions of dollars studying threats and devel-
oping weapons for combat, in comparison, an infinitesimal 
amount has been applied to analysis, activities, and sys-
tems for the competition phase. Since much of our success 
in MDO is contingent on activities performed during com-
petition, it is important for the intelligence community to 
study competition and better learn how we may influence 
events that will affect activities in conflict. This will likely re-
quire the incorporation or creation of additional analytic 
methods.

A more effective and efficient means to perform ex-
perimentation and tests will help advance our analytics. 
Currently, in order to run an experiment to validate capa-
bilities and concepts, one often needs months of prepa-
ration and thousands of man-hours to simply test various 
elements on new concepts and doctrine. This means there 
is significant lag time between performing our analysis and 
testing whether our analytical conclusions were valid. On 
the other hand, when we used less sophisticated means of 
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Criticality    Accessibility    Recuperability    Vulnerability         Effect          Recognizibility   Total

5          3             3    5   5    5        26*

5          3             5    4   3    5        25*

3          5             3    5   5    3        24*

3          4             5    2  2    2        18

1          1             3    1   2    2        10

1          1             3    1   1    1        8

2          4             4    1   4    3        18

1          5             3    5   2    5        21
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42 Military Intelligence

experimentation, it is often oversimplified and can lead to 
incorrect conclusions. Advances in modeling and simulation 
will enhance our ability to analyze and more rapidly learn.

As the Army, other Services, and joint force continue to 
gain a better understanding of the threats systems, the 
threat is doing the same. Therefore, as part of this feed-
back loop, the intelligence community continues to refine 
data as the threat’s capabilities change and are refined. 
Ultimately, this threat systems analysis is a living process, 
and it will aggregate analytical methods into the pro-
cess in order to solve new problems brought about by the 
evolving threats.
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